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Abstract. The concept of the entropy of spatial-energy interactions is used similarly to
the ideas of thermodynamics on the static entropy. The idea of entropy appeared on the basis
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of the second law of thermodynamics and ideas of the adduced quantity of heat. Such rules
are general assertions independent of microscopic models. Therefore, their application and
consideration can result in a large number of consequences which are most fruitfully used in
statistic thermodynamics. In this research we are trying to apply such regularities to self-
organization assessing the degree of spatial-energy interactions using their graphic dependence
in the form of S-lines. The nomogram to assess the entropy of different processes is obtained.
The variability of entropic S-line demonstrations is discussed, in biophysical processes and

engineering systems, as well.

Key words: self-organization, S-lines, entropy, spatial-energy parameter, biophysical

processes, engineering systems.

Introduction

Over 50 years ago at the contest of witty
graphs a future academician and director of Institute
of Biochemical Physics Prof. N.M. Emanuel draw
an S-curve and wrote down only one word —
“foster-mother”. Such curve can be frequently
found in many processes of chemical kinetics in
general regularities of biosystem formation, as well
as at the development stages of engineering
systems. At the same time, the curves with one or
more steps can be seen [8; 9] and each subsystem
corresponds to common progressive development
of the initial system (Fig. 1).

Limiting state S2
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Limiting state S1

Practicability of S-S
transition

Results, integral indices

Technological
gap

II

Fig. 1. System transitions by time ¢

In this Figure the period of “technological
gap” corresponds to the transition to a new more
rational organizational system. Thus, the process
of system self-organization is reflected, which is
the main process of structure formation by time.
Such systems can comprise live systems at the
cellular level or structures formed due to
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interatomic interactions, €. g. in the process of
crystal formation.

“Joint (cooperative) movement of large
groups of molecules is common in all phenomena
of ordered structure formation during irreversible
processes in strongly non-equilibrium systems™ [3].
The areas of particles statistically different by their
characteristics appear and disappear, i. e. the
fluctuation takes place. With such collective
interactions the resonance interactions of two or
more particles called “bifurcation” are possible.
“This process is no longer microscopic and results
in macroscopic effect — self-organization” [1].

According to the evolution criterion of
Glensdorf-Prigozhin, the speed of change in
entropy production, conditioned by the changes
in thermodynamic forces, decreases and tends to
zero, thus leading to the formation of ordered
structures [3].

Consequently, the concept of entropy can
be a quantitative and functional characteristic
of S-lines.

In statistic thermodynamics the entropy (S) of
the closed and equilibrious system equals the
logarithm of the probability of its definite macrostate:

S=kinWw, (D

where W —number of available states of the system
or degree of the degradation of microstates; k —
Boltzmann’s constant.

This correlation is a general assertion of
macroscopic character and does not contain any
references to the structure elements of the systems
considered and it is completely independent of
microscopic models [1].

Therefore the application and consideration
of these laws can result in a large number of
consequences. The thermodynamic probability
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W is the main characteristic of the process.
The thermodynamic probability equals the number
of microstates corresponding to the given
macrostate. In actual processes in the isolated
system the entropy growth is inevitable — disorder
and chaos increase in the system, the quality of
internal energy goes down.

Since the system degradation degree is not
connected with the physical features of the
systems, the entropy statistic concept can also
have other applications and demonstrations (apart
from statistic thermodynamics).

“It is clear that out of the two systems
completely different by their physical content, the
entropy can be the same if their number of
possible microstates corresponding to one
macroparameter (whatever parameter it is)
coincides. Therefore the idea of entropy can be
used in various fields. The increasing self-
organization of human society... leads to the
increase in entropy and disorder in the environment
that is demonstrated, in particular, by a large
number of disposal sites all over the earth” [1].

In this research we are trying to apply the
concept of entropy to assess the degree of spatial-
energy interactions using their graphic dependence
(in the form of S-lines) and in other fields
(engineering systems, self-organization).

1. Entropic nomogram of the degree
of spatial-energy interactions

The idea of spatial-energy parameter (P-
parameter) which is the complex characteristic
of the most important atomic values responsible
for interatomic interactions and having the direct
bond with the atom electron density is introduced
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on the basis of the modified Lagrangian equation
for the relative motion of two interacting material
points [2].

The value of the relative difference of
P-parameters of interacting atoms-components —
the structural interaction coefficient a is used as
the main quantitative characteristic of structural
interactions in condensed media:

o=—1"L 0, ?2)
(R+P)/2

Based on this equation the maximum
effectiveness of structural conformations takes
place at paired interaction under the condition
of approximate equality of parameters P, and
P, that corresponds to the resonance state of
this process.

Applying the reliable experimental data we
obtain the nomogram of structural interaction
degree dependence (p) on coefficient a, the
same for a wide range of structures (Fig. 2).
This approach gives the possibility to evaluate
the degree and direction of the structural
interactions of phase formation, isomorphism and
solubility processes in multiple systems, including
molecular ones.

Such nomogram can be demonstrated [2]
as a logarithmic dependence:

a=p(lnp) ™", 3)

where coefficient B — the constant value for the given
class of structures. B can structurally change mainly
within+ 5 % from the average value. Thus coefficient
B is reversely proportional to the logarithm of the
degree of structural interactions and therefore can be
characterized as the entropy of spatial-energy
interactions of atomic-molecular structures.

5 10

Fig. 2. Nomogram of structural interaction degree dependence (p) on coefficient o
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Actually the more is r, the more probable
is the formation of stable ordered structures
(e. g. the formation of solid solutions), i. e. the
less is the process entropy. But also the less is
coefficient a.

The equation (3) does not have the
complete analogy with Boltzmann’s equation (1)
as in this case not absolute but only relative
values of the corresponding characteristics of
the interacting structures are compared which
can be expressed in percents. This refers not
only to coefficient o but also to the comparative
evaluation of structural interaction degree (p),
for example — the percent of atom content of
the given element in the solid solution relatively
to the total number of atoms. Therefore in
equation (3) coefficient £ = 1.

Thus, the relative difference of spatial-
energy parameters of the interacting structures
can be a quantitative characteristic of the
interaction entropy: o = S.

2. Entropic nomogram
of surface-diffusive processes

As an example, let us consider the process
of carbonization and formation of nanostructures
during the interactions in polyvinyl alcohol gels
and metal phase in the form of copper oxides or
chlorides.

The values of the degree of structural
interactions from coefficient o are calculated,

w(%) A p(%)

100 —

90 —
. o=1()

1
80 — 2. p1=f(1/ay)
70 — 3. p2=f(l/az)
60 —
50 —
40 —
30 —

20 —

i.e.p, :f(% ) —curve 2 given in Fig. 3. Here,
2

the graphical dependence of the degree of

nanofilm formation (®) on the process time is

presented by the data from [4] — curve 1 and

previously obtained nomogram in the form

Py :f(%h) — curve 3.

The analysis of all the graphical
dependencies obtained demonstrates the
practically complete graphical coincidence of all

three graphs: o =£'(¢), p, :f(%x,)’ P2 :f(%tz)

with slight deviations in the beginning and end of
the process. Thus, the carbonization rate, as well
as the functions of many other physical-chemical
structural interactions, can be assessed via the
values of the calculated coefficient o and entropic
nomogram.

3. Nomograms of biophysical processes

1) On the kinetics of fermentative processes:

The formation of ferment-substrate complex
is the necessary stage of fermentative catalysis...
At the same time, n substrate molecules can join
the ferment molecule [6, p. 58].

For ferments with stoichiometric coefficient
n not equal one, the type of graphical dependence
of the reaction product performance rate (p)
depending on the substrate concentration (c) has
[6] a sigmoid character with the specific bending
point (Fig. 4).

» t (4achl)

> 1/0.(%)

I T I T » k

Fig. 3. Dependence of the carbonization rate on the coefficient o
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Fig. 4. Dependence of the fermentative reaction
rate (i) on the substrate concentration (c)

In Fig. 4 we can see that this curve generally
repeats the character of the entropic nomogram
in Fig. 3.

The graph of the dependence of electron
transport rate in biostructures on the diffusion time
period of ions is similar [6, p. 278].

In the methodology of P-parameter, a
ferment has a limited isomorphic similarity with
substrate molecules and does not form a stable
compound with them, but, at the same time, such
limited reconstruction of chemical bonds which
“is tuned” to obtain the final product is possible.

1) Dependence of biophysical criteria on
their frequency characteristics:

a) the passing of alternating current through
live tissues is characterized by the dispersive
curve of electrical conductivity — this is the
graphical dependence of the tissue total
resistance (z-impedance) on the alternating
current frequency logarithm (log ). Normally,
such curve, on which the impedance is plotted
on the coordinate axis, and logm — on the abscissa
axis, formally, completely corresponds to the
entropic nomogram (Fig. 2);

b) the fluctuations of biomembrane
conductivity (conditioned by random processes)

At small 9 values

the slope equals 1

I
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“have the form of Lorentz curve” [5]. In this
graph, the fluctuation spectral density (p) is plotted
on the coordinate axis, and the frequency
logarithm function (logm) — on the abscissa axis.

The type of such curve also corresponds to
the entropic nomogram in Fig. 2.

4. Lorentz curve
of spatial-time dependence

In Lorentz curve [10] the space-time graphic
dependence (Fig. 5) of the velocity parameter (q)
on the velocity itself (b) is given, which completely
corresponds to the entropic nomogram in Fig. 3.

5. S-curves (“life lines”)

Already in the last century some general
regularities in the development of some biological
systems depending on time (growth in the number
of bacteria colonies, population of insects, weight
of the developing fetus, etc.) were found [8; 9].
The curves reflecting this growth were similar,
first of all, by the fact that three successive stages
could be rather vividly emphasized on each of
them: slow increase, fast burst-type growth and
stabilization (sometimes decrease) of number (or
another characteristic). Later it was demonstrated
that engineering systems go through similar stages
during their development. The curves drawn up
in coordinate system where the numerical values
of one of the most important operational
characteristics (for example, aircraft speed,
electric generator power, etc.) were indicated
along the vertical and the “age” of the engineering
system or costs of its development along the

Fig. 5. Connection between the velocity parameter ® and velocity itself f = th®
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horizontal, were called S-curves (by the curve
appearance), and they are sometimes also called
“life lines”.

As an example, the graph of the changes in
steel specific strength with time (by years) is
demonstrated [8] (Fig. 6).

Thus, the similarity between S-curves and
entropic nomogram in Fig. 3 is observed.

And in this case, the same as before, the
time dependence (7) is proportional to the entropy
reverse value (1/c).

6. Entropic transitions
in physiological systems

In actual processes the resources often come
to an end not because the system spent them, but
because the new system appeared which starts to
more effectively perform the similar function
and attracts the resources to itself [9] (Fig. 1).

This is characteristic not only for short-term
acting processes but also for general development
of interstructural and cellular interactions.

It is much more complicated to consider
and mathematically analyze heteromorphic and
rather dynamic intercellular and cellular-cellular
interactions.

Neurogenesis can serve as an example of
such structural transformations in the organization
of biological system [11]. In particular, let us
consider the neurogenesis on the example of motor

nucleus of trifacial nerve. It is know that on the
10-12th day of embryogenesis rats are characterized
by high mitotic activity. In this period the afterbrain
is composed of externally isomorphic populations
of medulloblasts different on molecular and
submolecular levels. During the indicated period,
the size and shape of cells are approximately the
same and variety of sizes of cellular populations
in mantle layer is limited. From the 12th day the
processes of neuroblast immigration become
activated that are followed by the end of their
proliferative activity and activation of axon growth.
At this moment, the entropy is demonstrated
in dividing the cell groups into mitotically active
populations and neuroblasts with different number
of arms, which stopped splitting. As a result, at
the moment of birth the variety of sizes of nerve
cells reach considerable values from 7-8 mcm in
diameter in small neurons and neuroblasts and up
to 25-30 mem in large neurons. The differences
are also revealed in the number of arms, degree
of morphological maturity of nerve cells. By the
age of 9 months a pubertal animal demonstrates
the stagnation processes with externally rich
variety of neurons inside the nucleus. This
tendency of anti-entropy growth proceeds in
accordance with Fig. 2 and is demonstrated in
Table. The factors are compared with a pubertal
rat. At the same time, there are vividly expressed
methods inside each population with the
distribution curve close to a normal one.

1872 — Thomas process

240 ¥

220
200

180
160

140
120

Steel specific strength

100 -

80 ;?J/

60
40

1856 — Converter process

1900 1950 2000

1800 1810

1863 — Siemens-Martin
process

Fig. 6. Dependence of steel specific strength on time
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Ratio of types of neuroblastic cells
in motor nucleus of trifacial
nerve for medium rats (M = m)

Development Percentage of cell
periods type ratio
Newly born 59,04 2,6 ik
1 week 67,4+ 3,2 ***
1 month 40,8 + 3,2 ***

Pubertal 26,6 £23

Thus, in a complex biological object — a
mammal brain — the moments in the development
of cellular populations are found when the
significant dispersion is observed followed by
temporary manifestations of entropy increase,
which is in compliance with node points of
accelerated development and transition to new
qualitative change in the population composition
(Fig. 1).

It is the increase in the structure variety, and
thus, controllable transient enhancement of the
system chaotic character that can be the basis
initiating the transition to new states, to the
development of certain cells, cell populations in
general (in accordance with Fig. 1).

Apparently, the self-organizing processes
generally follow the same principle: slow
development from the structural variety, fast
growth and stabilization of the renewed
biosystem. In such way the nature is struggling
with entropy development in organism,
maintaining it on the constant level as the main
condition of stationary state.

Conclusion

Entropic S-lines have two variants: the first
(Fig. 2) characterizes the entropy growth with the
decreased efficiency of conformation interactions,
and the second (Figs. 3, 4) corresponds to the
changes in process indexes with the increased
anti-entropy (1/5).

It is known that the entropy of isolated
systems does not decrease. The entropy growth in
open systems is compensated by the negative
entropy due to the interaction with the environment.
All the above systems can be considered as open
ones. This also refers to spatial-energy processes,
when any changes in dimensional energy
characteristics are conditioned by the interaction
with external systems.
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It is obviously observed in engineering and
technological systems, the dynamics development
of which is followed by additional innovations,
modifications and financial investments.

The entropy in thermodynamics is considered
as the measure of nonreversible energy dissipation.
From the point of technological and economic
principles, the entropy is mainly the measure of
irrational energy resource utilization. With the time
dependence increase, such processes stabilize in
accordance with the nomogram to more optimal
values — together with the growth of anti-entropy,
1. e. the value 1/a. = 1/p.

The similar growth with time of rationality
of technological, economic and physical and
chemical parameters proves that such nomograms
are universal for the majority of main processes
in nature and technology.

General conclusion

Entropic S-lines have diversified manifestation
in self-organization, in physical and chemical,
engineering and other natural processes that is
confirmed by their nomograms.
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AHHoOTaNUsA. AHAIOTHYHO TIPEACTABICHUSAM TEPMOAMHAMUKHI O CTATHCTHYCCKOM DHT-
pOMMH UCIIONIB30BAHO OHITUE FHTPONUH JIJISl TPOCTPAHCTBEHHO-IHEPTETUUECKUX B3aUMOIEH -
cTBuii. CaMO MOHSATHE SHTPOIUY BO3HHUKIIO HA OCHOBE BTOPOTO 3aKOHA TEPMOAMHAMHUKH H
MIPECTABICHUSX O TTPUBEICHHOM KOJTHUYIESCTBE TEIUIOTHI. DTH MOJIOKCHHUS SIBISIIOTCS OOIIIME
YTBEPKJIECHUAMU, HE 3aBUCSIIMMHU OT MUKPOCKOIIMYECKUX Mojenen. [loaToMy ux npumene-
HUE U PACCMOTPEHHE MOXKET UMETh OOJIBIIIOE YUCIIO CIECTBUH, KOTOpbIe Haubomee ToJIo-
TBOPHO UCIIOIB3YIOTCS TAK)KE CTATUCTUUYECKON TEPMOAMHAMUKON. B TaHHOM HcclieqoBaHUM
JIEIAETCs MOMbITKa TPUMEHEHHUS TAKUX 3aKOHOMEPHOCTEN K OLIEHKE CTEIIEHU TPOCTPAHCTBEH-
HO-DHEPreTUYECKUX B3aUMOJICHCTBUH € HCTIIONb30BAHUEM UX IpaduecKoi 3aBUCIMOCTH H B
npyrux obnactsax. [lomydena HoMorpamma Jist OIIEHKUA SHTPOIHMH Pa3JInYHBIX MPOILIECCOB.
OO0cy>kIaeTcss MHOTOIIAHOBOCTh MPOSABICHUM 3HTPONHH, B TOM YUCIIC B OMOMU3MUSCKUX
npoleccax, IKOHOMUKE U TEXHUUECKUX CUCTEMAX.

KuroueBble c10Ba: caMoopraHu3anus, S-KpUBbIE, SHTPOITHS, TapaMeTp IMIPOCTPAHCTBEH-
HOM SHEpruH, OMOYU3UIECKUE TPOIIECChI, TEXHUUECKHUE CUCTEMBI.
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